
The models trained on the RGB dataset performed better than 
those trained on the grayscale dataset.
● Since both neural networks were trained originally on RGB 

images, this may be due to the loss of transferability or 
information through contrast in the grayscaling process. 

GoogLeNet performed better than ResNet18, even though they 
were both trained on ImageNet.
● This may be due to the flexibility of the inception architecture 

and GoogLeNet’s lower number of parameters leading to 
different features downstream.

GoogLeNet yielded high training and test accuracy. Unfortunately,  
the model did not generalize well to new, “realistic” examples.
● On new examples, the model was mainly accurate on F and Em 

chords. We believe the poor generalization to be the result of 
the original dataset not being very diverse - most of the training 
examples are from similar angles, resolutions, and background 
lighting conditions. 

● This could be fixed by having a larger, more diverse training set 
or additional methods of image augmentation. 

● The saliency map for ResNet18 seems to identify hand outline, 
while GoogLeNet seems to identify finger and knuckle 
locations. The ResNet18 confusion matrix indicates that the C 
chord is most often misclassified. This may be because the 
finger shape is less unique and resembles those of other chords.
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INTRODUCTION
Automatic music chord recognition has always been a challenge, 
and there has not been much success so far. Previous studies have 
focused solely on audio; however, we differ by attempting to 
utilize music’s natural visual aspect, starting with visually 
classifying particular guitar chords. We choose this because 
guitar chords are linked to unique hand shapes, which should 
allow us to better classify chords based on visual data. 
● This project seeks to build a classifier to determine whether a 

guitarist is playing a C, D, Em, F, or G chord.
● Our inputs are still images of guitarists with their hands on 

the fretboard, where we output our predicted classification.

The reason why this is interesting is because music transcription 
has never yet used visual data, so this could introduce new, 
improved accuracy. Also, this visual approach could instruct 
hand posture and finger positions, which is useful for beginners.

METHODS AND MODELS

DATA
EgoHands Dataset: The EgoHands dataset was used to train 
MobileNet v2 to extract hands from images. The dataset consists 
of color videos of people doing various tasks, with pixel-level 
ground-truth annotations of their hand locations. 

Original Dataset: We videotaped five people playing the guitar, 
collecting over 2 hours of footage. We split these videos into 
RGB still images and later ran them through MobileNet v2 to 
bound and crop the hands from the images. These cropped 
images are our hand-designed features that comprise the dataset.

Data Augmentation: To counteract the limitedness and 
similarity of our original dataset, we applied random horizontal 
flips and random rotations (-30°, +30°) to help our model 
generalize. A grayscale copy of the dataset was also generated.

Method: Due to our limited data, an end-to-end pipeline was 
not feasible. Instead, we broke it down into two:
● One pipeline took full images into MobileNet v2 to extract 

only the fretting hand. These hand images were then resized 
to 224 x 224, and each color channel was normalized. 

● We then fed those images into our second pipeline, a 
pre-trained neural network for classification.

Model: Again from our limited data, we were inspired to use 
transfer learning on the following neural network architectures 
(which were pre-trained from ImageNet data). 
● ResNet18: 

 

● GoogLeNet: 

Note, we appended two fully-connected (64-neuron, 32-neuron 
respectively) layers and a (5-neuron) softmax layer to each 
network. We also unfroze up to 2 of the last layers in the original 
network before training on our dataset.

Hyperparameter Search: We experimented with learning rates 
of 1E-03 and 1E-04, training with or without weight decay, and 
unfreezing up to 2 layers. Additionally, we also experimented 
with RGB or grayscale images.

Figure 1a: An example from the 
EgoHands Dataset.  

RESULTS DISCUSSION

FUTURE WORK
● Make our system work in real-time on video data, allowing 

faster and more realistic testing.
● Collect more diverse data; hand images with different 

backgrounds and of different colors, sizes, angles, etc.
● Incorporate audio data into the classification pipeline; more 

data should yield even better accuracy.
● Play with more architectures trained on different datasets.
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Figure 8: Performance of GoogLeNet, RGB Dataset

Figure 7: Performance of ResNet18, RGB Dataset

Figure 6: Performance of ResNet18, Greyscale Dataset

Figure 5: GoogLeNet Architecture

Figure 4: ResNet 18 Architecture

Figure 2: Sample cropped chord images from the dataset with augmentation.

Figure 1b: An example from our original 
dataset.  
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Figure 3: A visual representation of our classification pipeline. 
The red box indicates the strumming hand, which was ignored. The green box 
bounds our hand of interest. 
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Figure 9a: Confusion Matrix for 
ResNet18 RGB.

Figure 9b: Confusion Matrix for 
GoogLeNet RGB.

Figure 10b: Saliency Map for ResNet18 RGB.

Figure 10b: Saliency Map for GoogLeNet RGB.


